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Research Question

Can responses to an open-ended 
survey question be accurately and 
automatically coded with machine 

learning?



RTI Internal Employee Survey

§ Administered to more than 4,500 RTI employees in 2018 
and 2019

§ Contains primarily the same items every year
§ Used for action planning by leadership

Includes the open-ended question:
What is the most important change RTI could 
make to improve your experience working at 

RTI? 



Open-Ended Questions – Why include them? 

§ Add depth and nuance to 
quantitative findings

§ Can identify new information 
about attitudes and opinions 

§ Provide additional 
understanding of phenomena 
for development of future 
quantitative measures



Qualitative Coding of Open-Ended Questions



Where Auto-Coding Occurs



BERT & Transfer Learning
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Model Data Pipeline



Predictions Data

Response Code 1 Code 2 Code 3 Code 4
We need more professional 
development opportunities x x

RTI is doing great! I love it 
here x

My manager has been too 
busy to support my 
development

x
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Evaluating Performance: Overall Measures

Subset Accuracy or Exact Match:
the percentage of responses where the set of 
predicted codes exactly matched the set of codes 
after human review

Hamming Loss: 
The percentage of code predictions that required a 
correction after human review.



Overall Performance

67.5% Exact match (all) 

88.9% Exact match (top 5)

1.8% Hamming Loss



Benefits

§ Simpler and more efficient task
– Confirming codes instead of applying codes

§ Speeds up the coding process, allowing 
results to be acted on sooner 

§ Consistency (i.e., no issues with intercoder 
reliability)



Limitations

§ Requires sufficient manually coded data for 
model training 

§ Can’t identify new codes
§ Lower performance for less frequent codes
§ Requires specialized computational 
resources



Considerations for Use

§ Longitudinal or repeated surveys that 
consistently ask an open-ended question

§ Surveys where responses have already 
been coded
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