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Background

Record Linkage (RL) systems are being
increasingly used to create better “big data”

At JSM2014, we explained two different methods
for efficiently testing RL systems (Ref.1)

To analyze RL test data, and determine when an
actual improvement has been made, one needs
to understand the trade-off between precision
and recall

Using this trade-off, we present two new quality
metrics that can help improve RL systems
through a continuous cycle of testing and tuning
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Precision & Recall

* Precision: c=TP/(TP + FP)

(the fraction of predicted matches that are
correct)

e Recall: r=TP/(TP + FN)

(the fraction of correct matches that are
predicted)

* There is a fundamental trade-off between
precision & recall!



Precision vs. Recall
(for Constant Quality Metric k)
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Precision vs. Recall
(for Constant Value Metric V/V,)
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Precision

Aha! This helps!
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Conclusions

A new quality metric (k) helps determine the
best RL system in terms of accuracy

A new (Value) metric estimates the relative
savings due to RL system improvements

A continuous cycle of testing and tuning the
Census RL system could save billions of dollars

| predict that essentially all the 2030 Census
will be done with Record Linkage!
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