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Applications 

• Filing Information Returns Electronically (FIRE) 

– Submission of tax information returns – mostly data about 
payments made by financial institutions  (Forms 1042-S, 
1097, 1098, 1099, 3921, 3922, 5498, 8027, 8955-SSA, and 
W-2G) 

– Flat files, fixed-length records 

– Peak loads at filing deadlines 

– Personally Identifiable Information (PII) 

• Affordable Care Act (ACA) Information Returns (AIR) 

– Submission of information returns by Insurers, Employers, 
and Exchanges (Forms 8963, 1094-B, 1095-A, 1095-B, 
1095-C) 

– XML format with dynamic repeating elements 

– Volumes TBD 

– Personally Identifiable Information (PII) 

 



InFlowSuite™ Architecture 
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COTS for extremely high volume and highly complex submission processing  



1099/1095 Proof of Concept Purpose 

• Demonstrate ability to simultaneously process Tax and Healthcare 
Information Returns (1099-INT, 1099-B, 1095-B) at peak day volumes 

• Expand validation to all Pub 1220 required fields for highest-volume 
FIRE/AMMPS Information Returns (1099-INT and 1099-B) 
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• Assess the ability to leverage 

FedRAMP Certified Amazon 

Web Services (AWS) Virtual 

Private Cloud (VPC) for IRS 

Development and Testing 

• Measure impact of security 

controls (SiteMinder/Mutual 

Authentication) 
 



1099/1095 Proof of Concept 

Performance Results 

• FIRE + AIR 2017 Peak Day 

– 345M IRs in 40K files  

• 1099-B volume:  217,815,577 

• 1099-INT volume: 93,349,533 

• 1095-B volume:    34,680,000 

– File size range: 1 to 2.5M IRs/file 

• 50% small (< 1K) 

• 38% medium (1K – 100K) 

• 12% large (> 100K) 

– Processed in 9 hours 

• Linear scaling as volumes increased 3%, 6%, 9%, 12% beyond 
anticipated peak day 

• Processed 2x FIRE actual peak day (455M) with security in 13 hours 
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Throughput scales linearly; easily handles very high volumes 



AWS High Performance Application Testing 

• Lessons Learned 

– For highest performance, iterative tuning is necessary 

• Parameter values differ from non-virtualized environments 

• Required modification of parameters associated with O/S Kernel, Directory 

(LDAP), Database, Application Server, and File storage 

– “Pre-warming” Front-End Processer is required for high-volume tests 

• Elastic Load Balancer triggers automatic throttling (apparent Denial of Service 

attack) otherwise 

– Very large file/LoadRunner SOA timeout issue 

• Timeout parameter for LoadRunner SOA has maximum value of 1 minute 

• Batch following 10 GB batch submitted successfully, but showed as error  

• Acknowledgement not sent within timeout due to file transfer 

– Ephemeral storage is fastest option for temporary file storage 

• Faster than NAS, but does not persist once virtual instance is stopped 

 




