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Presentation Notes
 I’m going to talk about research we’re doing to automate the coding of data collected through the Survey of Occupational Injuries and Illnesses First, some background on the survey



 
 
 
 
 

 
 
 
 
 
 
 

 
 

Survey of Occupational 
Injuries and Illnesses (SOII) 

 Annual Survey 
 
 250,000 cases 
 
 Text narratives for: 
Occupation 
Injury/Illness Characteristics 
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 Survey of Occupational Injuries and Illnesses is an annual survey of U.S. establishments Collects detailed information on approx. 250,000 cases of work related injuries and illnesses Much of this information is in the form of short text narratives



 
 
 
 
 

 
 
 
 
 
 
 

 
 

Example Case 
Job title: janitor 
 
What was the employee doing 
just before the incident? 
mopping floor in gym 
 
What happened? 
slipped on wet floor and fell 
 
What part of the body was 
affected? 
fractured right arm 
 
What object directly harmed the 
employee? 
wet floor 

Occup: 37-2011 (Janitor) 
 
Nature: 111 (Fracture) 
 
Event: 422 (Fall, slipping) 
 
Part: 420 (Arm) 
 
Source: 6620 (Floor) 
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 On the left is an example of case information we might receive  On the right , an example of the codes we might assign We extract at least 5 codes from each case Occupation – primarily based on job title, and industry worker is in At least codes indicating characteristics of injury/illness Nature of injury – fracture, sprain, puncture wound, etc. Event that caused injury – fall, struck by object, etc. Part of body affected – arm, leg, head, finger Object or substance that directly caused injury In this example, the janitor slipped on a wet floor and fractured his armnature is fracture event is fall caused by slipping part is the arm source is the floor – object that directly broke the employee’s arm



 
 
 
 
 

 
 
 
 
 
 
 

 
 

Limitations of Human 
Coding 

 Time consuming 
 
 Very difficult 
Detailed classifications 
Ambiguous data 

 

 Inconsistent coding 
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 Coding is currently done entirely by humans 3 limitations: Time consuming: we estimate it takes humans about 5 minutes per case more than 20,000 hours of case coding per year 10 full-time employees doing nothing but case coding Very difficult classification schemes are very detailed 840 occupation codes 1400 source codes 440 event codes data we receive is often very ambiguous Inconsistent significant amount of inconsistency is human coding will discuss this in greater detail later How can we do this better? Exploring a number of ways, but one is idea that computers help with coding So how do we go about this?



 
 
 
 
 

 
 
 
 
 
 
 

 
 

Artificial Intelligence 

 Text Classification 
Rules 
Machine Learning 

 

 Ex. Census 
Rule based system: 192 person-months 
Machine learning: 4 person-months 

– Source: Creecy et al., 1992 
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 In the AI literature, problem is called “text classification” 2 approaches rules / knowledge engineering – manually specify what the computer should do often  but not always a conditional of the form: “if X then Y” Ex: if job title “firefighter” assign code for firefighters works well for simple tasks machine learning – instead of explicitly telling the computer what to do, you tell it how to learn and then feed it a bunch of data and it figures it out works very well for complicated tasks Which works better? Not mutually exclusive, approaches, should be used with what they’re good at, but Census’s work in the early 90’s provides useful information: Census interested in automating occupation and industry coding Built a very elaborate rule based system which took 192-person months to develop Brought contractors in to try a machine learning approach, took contractors 4 person months to build Machine learning approach was more accurate Computers and machine learning algorithms have come a long ways since then and are only getting better Machine learning is focus of my current research



 
 
 
 
 

 
 
 
 
 
 
 

 
 

Machine Learning 

 3 Steps 
1. Select feature representation 
2. Select model 
3. Fit model to data 
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 3 major steps  select feature representation individual aspects of the data the algorithm will consider for making it’s decisions dominant approach in Text Classification is Bag of Words each word is treated as a feature (i.e. explanatory variable) select a model loosely defines the relationship between features and codes popular choices for Text Classification: Naïve Bayes Support Vector Machines (SVM) Logistic Regression (LR) LR and SVM similar performance LR directly outputs probabilities so we chose it fit the model to the data use training data to fill in the details of the model we’ll walk through a very simplified example



 
 
 
 
 

 
 
 
 
 
 
 

 
 

Feature Representation 

 Each feature corresponds to a word 
 

 Job title: “assistant nurse” 
Xnurse = 1 
Xassistant = 1  
Xmechanic = 0 
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 Imagine simplified job classification task where there are only 3 words that matter: nurse, assistant, mechanic create features for each of these if word occurs in a job title, feature gets a value of 1, 0 otherwise Ex: if job title is “assistant nurse” then: “nurse” feature = 1 “assistant” feature = 1 “mechanic” feature = 0 This is how you convert text to numbers in bag of words model



 
 
 
 
 

 
 
 
 
 
 
 

 
 

Logistic Regression Model 
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 Second step: specify the model Simplified Logistic Regression model Probability of each possible code is a function of the feature values, and the weights associated with those feature values We showed how you get feature values in previous step Z is just here to make all the probabilities add up to 1 Third step - fit model to data use data to select optimal weights for the model Now we have a trained model



 
 
 
 
 

 
 
 
 
 
 
 

 
 

Autocode 

 New Case: “assistant mechanic” 
Xnurse = 0 
Xassistant = 1  
Xmechanic = 1 
 

 P(code=A) = .05 
 P(code=B) = .25 
 P(code=C) = .70   
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 When given a new caseConvert case to feature representationPlug feature values into trained modelChoose code model says is most likely



 
 
 
 
 

 
 
 
 
 
 
 

 
 

Does it work? 

 Train on 250k 
 Test on 10k 
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Computer to 
Original (%) 

Occupation 80 

Part 81 

Nature 80 

Event 49 

Source 60 

Presenter
Presentation Notes
 How well does this approach work on our task? We trained models for each of the 5 classification tasks on 250k cases Ran them against 10k cases already coded by people Compared values computer gives to values in 10k cases Problem: Is this good? We know there are lots of inconsistencies in the human coding of the data To what extent do these numbers reflect those inconsistencies? Can’t answer that without a gold standard, but we can answer a related question How often do humans assign the same code as the original? Randomly sample 1000 cases that have already been coded Ask 3 different people to recode each of these cases, on their own Look at how often, on average, their code matches the code assigned



 
 
 
 
 

 
 
 
 
 
 
 

 
 

Humans vs. Computer 
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 1000 cases 
 3 re-coders 

 Human to 
Original (%) 

Computer to 
Original (%) 

Occupation 66 80 
Part 82 81 
Nature 76 80 
Event 47 49 
Source 56 60 

Presenter
Presentation Notes
  Average % agreement between recoder codes and original codes on the left  Average % agreement between computer codes and original codes on the right  Computer is matching original code about as often as human Exception is occupation To the extent we can tell from this data, computer is performing at near human ability, and quite a bit better at occupation coding Manual inspection of discrepancies supports this What next?



 
 
 
 
 

 
 
 
 
 
 
 

 
 

Limitations 

 Training data 
 

 New words 
 
 Linguistic complexity 
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 We need a gold standard evaluation, but even if the computer is better than human coders, we still need human coders 3 main reasons: The machine learning algorithm learns from data coded by humans need humans to code the initial training data Machine has no understanding of words that did not occur in training data misspellings rare words humans can easily figure this out, we have to kick these out for human review, at least until we come up with a better solution There are limitations to what the computer can learn using only a bag of words representation meaning is not just the sum of words in a sentence, the positions and relations between those words matter, especially for injury/illness coding tasks bag of words model can’t learn this we are exploring ways of improving on this, but it’s a difficult problem



 
 
 
 
 

 
 
 
 
 
 
 

 
 

Applications 

 Review 
 

 Assisted Coding 
 

 Partial Autocoding 
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 How can we use the autocoder? Currently investigating 3 applications: Review autocoder can identify code assignments that are unlikely focus review on those Assisted Coding autocoder can suggest most likely codes human can select from among those Partial Autocoding autocoder can assign codes to cases only when it’s confidence exceeds a chosen threshold allows us to trade between accuracy and coverage



 
 
 
 
 

 
 
 
 
 
 
 

 
 

Useful Resources 

 Free Machine Learning Class 
https://www.coursera.org/course/ml 

 
 Free Software 
Python (Scikit-Learn) 

 
 Free Support 
MetaOptimize Q&A 
Stack Overflow 
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 Tons of free resources for learning about and implementing machine learning Machine Learning Class at Coursera:  https://www.coursera.org/#course/ml Python 2.7  (not 3.3): http://www.python.org/download/ Scikit-Learn: http://scikit-learn.org/stable/ MetaOptimize Q&A: http://metaoptimize.com/qa/ Stack Overflow: http://stackoverflow.com/ Feel free to contact me as well: measure.alex@bls.gov

https://www.coursera.org/course/ml
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