
SOURCE AND ACCURACY STATEMENT 
SURVEY OF INCOME AND PROGRAM PARTICIPATION (SIPP) 

1986 AND 1987 PANELS 

SOURCE OF DATA 

The data were cdlected in the 1906 and 1967 panels of the Survey of income and Program Participation (SIPP). The 
SlPP universe IS the noninstitutional&d resident population living in the United States. The populatron includes 
persons living In group quarters. such as dormitories, rooming houses, and religious group dwellings. Crew 
members of merchant vessels, Armed Forces personnel Nng in military barracks, and institutronalized persons. such 
as cOfWcli0ne.i facility inmates and nursing home residents, were not eligible to be in the suruey. Also. United Sta.es 
CifiZenS residing abroad were nol eligible to be in the survey. Foreign wsitors who work or attend school in this 
county and their families were eligible: all others were not eligible to be In the suwey. With the exceptron noted 
above. persons wno were at least 15 years of age at the trme of the IntervIew were eligible to be In the survey. 

Each of the 1986 and 1987 panels of the SIPP sample are located in 230 Primary Sampling Units (PSUs) each 
consisting of a county or a group of contiguous counties. Within these PSUs. expected clusters of 2 living quarters 
(LOS) were systemahcally selected from lists of addresses prepared for the 1960 decennial census to form the DU!~( of 
the sample. To account for LOS built within each of the sample areas after the 1980 census, a sample was drawn of 
permits issued for construction of residential LOS up untii shortly before the oeotnnrn9 of the panel In !unsdc!icns 
that do not issue building penns. small land areas were sampled and the LOS within were listed by field personnel 
and then clusrers of 4 LOS were subsampld. In addition. sample LOS were selected from supplemental frames ~2: 
Included LOS tdentified as mrssed tn the 1980 census and persons restding rn group quarters at rhe rime of the 
Census. 

Approximately 16.300 living quarters were origrnally designated for the 1986 panel and approxrmately 16.700 for the 
1987 panel. For Wave 1 of the 1986 panel, intervrews were obtained from the occupants of about 11.500 of the 
(6.300 designated living quarters. For ‘%tv~ 1 LI the ;987 Panel about 11.700 interviews were obtained from the 
16.700 deslgnated INing quaners. Most of the remaining 4800 iiwng quaners in the 1986 panel ana 5000 livtng 
quarters in the 1987 panel were found to be vacant. demolished. converted to nonresidential use, or otherwIse 
Nteligible for the survey. However, approxmately 900 of the 4800 living quaners in the 1986 panel and 800 of the 
5000 living quarters in the 1987 panel were not intemewed because the occupants refused to be rntervrewed. could 
not be found at home. were temporarily absent, or were otherwise unavailable. Thus. occupants of about 93 percent 
of all elrgibfe living quarters participated in Wave 1 of the Survey for both the 1986 and 1987 panels. 

For Waves 2-7. only original sample persons (those in Wave 1 sample households and intetvrewed in Wave 1) and 
persons living with them were eligible to be interviewed. Wiih ceRatn restncttons. original sample persons were to be 
followed if they moved to a new address. When original sample persons moved without leaving a forwarding 
address or moved to extremely remote parts of the country and no telephone number was available, additional 
nonintetiews resulted. 

Sample households within a given panel are divided into four subsamples of nearly equal size. These subsamples 
are cafled rotation groups 1.2.3. or 4 and one rotation group is interviewed each month. Each household in the 
sampie was scheduled to be interviewed at 4 month intervals over a period of roughly 2rh years beginning in 
February 1986 for the 1986 panel and February 1987 for the 1987 panel. The reference penod for the questions is the 
4-month period preceding the interview month. In general. one cycle of four intewiews covering the entrre sample. 
using the same questionnaire, is called a wave. The exception is Wave 3 for the 1986 panel which covers three 
intenrierws. 

,- 

The public uaa files in&de core and supgemeti (topical module) data. Core questions are repeated at each 
Interview over the life of the panel. Topical modules indude questions which are asked only in certatn waves. The 
1986 and 1987 panel topical modules are given in tabies 1 and 2. respecttiely. 

Tables 3 and 4 indicate the reference months and interview months for the collection of data from each rotation 
group for the 1986 and 1987 panels. For example, Wave 1 rotation group 2 of the 1966 panel was interviewed in 
February 1986 and data for the reference monthsOctober 1985 through January 1986 were collected. 
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Wave 

1 

2 

3 

4 

7 

Table 1 1986 Panel Topical Modules 

Topical Module 

None 

Welfare History 
Recipiency History 
Employment History 
Work Disability History 
Education and Training His:oy 
Family Background 
Marnal History 
Migration History 
Fertility History 
Household Relationships 

Child Care Arrangements 
Child Suppoti Agreements 
Support of Non-household Members 
Health Status and Utilizanon of Health 
Care Servtces 
Long-term Care 
Disability Status of Chtldren 
Job Offers 

Assets and Liabilities 
Retirement Expenditures and Pension Plan 
Cokerage 

Real Estate Propeq and Vehtcles 

Taxes 
Annual Income and Retirement Accounts 
Educational Finatwng and Enrollment 

Child Care Arrangements 
Child Support Agreements 
Support for Nonhousohofd Members 
Work Related Expenses 
Shelter Costs/Energy Usage 

Assets and Ublliiles 
Pension Plan Coverage 
Real Estate Propeny and Vehicles 
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lS.96 AND 1907 PANELS 

Wave 

1 

2 

3 

6 

7 

Table 2 1987 Panel Topical Modules 

Topical Module 

Wdfare History 
Reciprency History 
Employment History 
Work Dtsability 
Education and Training History 
Family Background 
Marital History 
Mtgration History 
Fertiffty History 
Household Relationships 

Child Care Arrangements 
Chlid Suppon Agreements 
Support for Non-household Memaers 
Work Reiated Expenses 
Shelter Costs 

Assets and Liabilities 
Real Estate Propeny and Vehicles 

Taxes 
Annual Income 
EducatIonal Financmg and Enrol!men: 

Child Care Arrangements 
Child Support Agreements 
Support for Non-household Members 
Health Status and Utilization of Health 

Care Services 
Long-term Care 
Disability Status of Children 
Job Offers 

Selected Financial Assets 
Medical Expenses 
work Diibiiity 
Real Estate, Shelter Costs. Deoendent 

Care and Vehides 
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TJble 3. Reference Months for EJch Interview Month - 1999 PJnel 
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1966 AND 1967 PANLE 

Table 4. Reference Months for Each Interview Month - 1997 Panel 
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SOURCE MD ACCURACY 

Estimetion. 

The eStimation fXX%dUre USed to derive SIPP person weights lnvc&ed several Sages Of weight adjustments, In 
the first wave. each person recerved a base weight equal 10 the inverse Of his/her probbil&y of &&on, For 
each subsequent interVieW. each person received a base werght that accounted for following movers. A 
noninterview adjustment factor Was appkd to the weight of every occupant of interviewed housenolds 10 
account for househdds which were eligible for the sample but were not interviewed. (Individual nonrespcnse 
within partially interviewed househdds was treated with imputation. No special adjustment was made for 
noninterviews in group quarters.) A factor was appiied to each interviewed person’s weight to account for the 
SIPP sample areas not having the same population disttibutlon as the strata from which they were select& 

. 

An additional stage of adjustment to persons’ weights was performed to reduce the mean square error of the 
survey estimates by ratio adjusting SIPP sample estimates to monthly Current Population SurJey (CPS) 
estimates’ of the civilian (and come military) noninstiiutionei population of the United States by age. race. 
Spa&h origin. sex. type d househdder (married, single with relatives, single without relatives). and relationship 
to householder (spouse or other). The CPS estimates were themsekes brought into agreement wrth estimates 
from the 1980 decennial census which were adjusted 10 reflect births, deaths, immlgratlon, emlgrat!on. ana 
changes in the Armed Forces since ISSO. Also. an adjustment was made so that a husband and w$e within the 
Same household were assigned equal weigh!s 

Use of Weights. 

Each household and each person within each household on each wave tape has five weights. Four of these 
weights are reference montn swcifii and therefore can be used only to form reference month estxnates. 
Reference month estimeres can be averaged 10 form estimates of monthly averages over some period of lime 
For example. using the proper weights. One can estimate the monthly average number of households in a 
specified income range over November and December 1w Tr es%ate monthly averages of a grven measure 
(e.g., total, mean) over a number of Consecutive months. sum the monthly estln-ates and dlvbde oy the number 
of months. 

The remaining weight is interview month specific. This weight can be used to form estimates that specifically 
refer to the interview month (e.g.. total persons currently lookIng for work). as well as estimates reternng IO the 
time period including the Intervlew.month and all previous montns (e.g., tofal persons who have ever served In 
the military). 

To form an Bstimate for a panicuiar month, use the reference month weight for the month of interest. summing 
over all persons or households with the cheracteri.stic of interest whose reference period includes the month of 
interest. Mtdtiply the sum by a factor to account for the number of rotations contributing data for the month. 
This factor equals four divided by the number of rotations contribulmg data for the month. For example. 
February 1986 date is only available from rotations 1.3. and 4 for Wave 1 of the 1986 panel. so a factor of 4/3 
must be applied. To form an estimate for an interview month. use the procedure discussed above using the 
intenriew moMh weight provided on the fife. 

When estimates for months without four rotations worth of data are constructed from a wave Ne. factors greater 
than 1 must be applied. However, when core data from consecutive waves are used together, data from all four 
rotations may be available, in which case the factors are equal to 1. 

These tapes contain no weight for cheracteritics that lnvdve a person’s Or househdd’s status over two or more 
rnonthe (e.g.. number of househdds with 8 50 percent increase in income between November 
and &camber 1966). 
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191)b AND 1987 PANELS 

Producing Estimates for Census Regions and States. 

The total estimate for a region is the sum of the state estimates in that region, 

Using this sample. estimates for individual states are subject to very high variance and are not recommended. 
The state codes on the file are prirnariiy of use for linking respondent charactenstics with appropriate contexxal 
VaMbleS (e.g.. state-specific welfare cnteria) and for tabulating data by userdehned groupings of states, 

Producmg Eatimater for the Metropolitan Population. 

For Washington, DC and 11 states. metropoliin or non-metropdiin resdence is identified (variable H*. 
METRO). In 34 additional states, where the non-metropolitan population In the sample was small enough tc 
present a disclosure risk, a fraction of the metropolitan sample was recoded to be indistingutshable from non- 
metrOpdllan cases (H*-METRO=2). In these states, theretore. the cases coded as metropolitan (H*- 
METRO= 1) represent only a subsample of that population. 

In producing state estimates for a metropolitan characteristic. multiply the individual. family. or household 
weights by the metropc4itan inflation factor for tha! state, presented in table 8 (This inflation facts: 
Compensates for tne subsampilng of tne metropoinan population and IS 1 .O for the States wRh ComDlete 
identfficatlon of the metropolitan population.) 

The Same procedure applies when creating estimates for particular identified MSA’s or CMSA’s--apply rhe factcr 
appropriate to the state. For multi-state MSA’s. use the factor approptite to each state part. For example. to 
tabulate data for the Washington, DC-MD-VA MSA. apply the Virginia factor of 1.0521 to weights for residents of 
the Virginia par! of the MSA; Maryland and DC residents require no modification to the weights (i.e.. their factcrs 
equai 1 .O). 

In producing regional or national estimates of the metropolitan population, k is also necessary to compensate 
for the fact that no metropolitan subsampie is identified wrthin two states (Miss6sippl and West VirgIniai and one 
state-group (Nonh Dakota - South Dakota - Iowa). Thus. factors in the right-hand column of table 8 should De 
used for regior!al and national estimates. The results of regional and national tabulations of the metropolnan 
population will be biased slightly. However, less than one-half of one percent of the metropolitan population 1s 
not represented. 

Producing Estimates for the Non-kletropoliin Population. 

State. regional, and national estimates of the non-metropoliin population cannot be computed directly, except 
for Washington, DC and the 11 states where the factor for state tabulations in table 8 is 1 .O. In all other states. 
the aaes identified as not in the metropolitan subsample (METR0=2) are a mkture of non-metropditan and 
metropditan househdds. Only an indirect method of estimation is available: first compute an estimate for the 
total population, then subtract the estimate for the metropolitan population. The results of these tabulations will 
be slightly biased. 

ACCURACY OF ME ESTIMATES 

SIPP Himates ob&ned from public use files are based on a sample: they may diier somewhat from the figures 
that~havebeenoMainedifacom~etecensushadbeenarkenuslngthesame qudonmlre, Itastructkms, 
end tmumemtors. There are twa types of errors possibfe in an estimate based on a sample survey: 
nonsampling and Jampling. The magnitude of SIPP sampling Bnor can be estimated, bul this is not true of 
nonsampling emr. Found below are descriptions of sources of SIPP nonsampling error. followed by a 
discussion of sampling error, its estlmatron. and Its use in data analysis. 
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Nonsampfing Verfabilily. 

Nonsampling errors can be attnbuted to many sources, e.g., inability to obtain information about all cases in the sample. 
definitional ditficubies. differences in the interpretation of questions. lnabilrly or unwilltngness on the pan of the 
respondents to provide correct InfOmtiOn. inability to recall informarlon. errors made rn collection such as In recording 
or coding the data. errors made in processing the data. errors made in esttrnating values for mlsslng data. biases 
resulting from the diflering iecaii periods Caused by the rotation pattern used and iailure to represent ail units wtthin the 
unrverse (undercoverage). Quality COnfrOl and edit procedures were used to reduce errors maae oy respondents. 
coders and interviewers. 

Undercoverage in SlPP results from missed living quarters and missed persons wilhln sample households. It is known 
that undercoverage vanes with age, race. and sex. Generally. undercoverage is larger for males than for females and 
larger for blacks than for nonblacks. Ratio estimation to independent age-race-sex population conrrols partiaily corret:: 
for the bias due to survey undercoverage. However, biases exist in the esrlmates 10 rhe extent thar persons in mlssed 
households or missed persons in interviewed households have different characteristics than the mtewiewed persons in 
the same agerace-Spanish ongin-sex group. Further, the independent population comrols us&d have not been 
adjusted for undercoverage. 

The following tables summarize in@ormetion on household nonresponse !Y !he ~~erv~eti mom.:-,‘.e 4~’ I:,‘2 .‘e 1 C! the l?E 
and 1987 paneis. reSpeCtrJely. 

Tsbie 5. 1986 Panel: Sample Size, by Month and Interview Status 

Household Units Eligible 

Nonresponse 
Month iOEi Interviewed Noninterviewbd Rate (%) 
--_-.---_____-__------.---------------.---.------.--.-..---------------------~--~---~--------------- 
Feb. 1986 3200 3000 300 6 
Mar. 1986 3100 2900 200 9 
Apr. 1986 3100 2800 200 7 
May 1986 3000 2800 200 7 

12.400 11.500 900 

l Due to rounding of all numbers at 100. there are some inconslstencles. Tna percentage was calculazecl using 
unrounded numbers. 

Table 6. 1987 Panel: Sample Size, by Month and Interview Status 

Household Units Eligible 

Month Total 
Nonresponse 

Interviewed Noninterviewed Rate (%) 

Feb. 1967 3100 2900 200 7 
Mar. 1987 3200 2mo a0 7 
Apr. 1987 3000 2900 200 6 
May 1987 3200 3ooo 200 8 

- --I__ 
i i.so3 t : ,700 800 

l Due to rounding of all numbers at 100, there are some inconsistencies. The percentage was calculated using 
unrounded numbers. 
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1986 ANHD 1987 PANELS 

Sample loss at Wave 1 of the 1996 and 1997 Panels was about 7% and increased to roughly 19% at rhe end of 
Wave 5 of the 1996 Panel and to roughly 18% at the end of Wave 5 for the 1997 Panel. Further noninterviews 
increased the sample loss about 1% for each of the remaining waves. 

. 

Some respondents do not respond to some of the questions. Therefore. the overall nonresponse rate for some 
kerns such as income and other money related items is higher than the nonresponse rates in the above tables 

The Bureau uses complex techniques to adjust the weights for nonresponse. but the success of these 
techniques in avoiding bras is unknown, 

Unique to the 1996 Panel, maximum teleohone interviewlng was tested in Waves 2.3. and 4. Specifically hali c‘ 
lhe sample in rotations 4 and 1 of Wave 2. rotations 2 and 3 of Wave 3 and rotations 2.3. and 4 of Wave 4 v&e 
designated for teiephone interviews. Analysis has not yet been completed so the affect on data qualrty IS not ye! 
known. Hence. Caution should be used when interpreting analytical results, especially for Waves 2 through 4 of 
the 1996 panel. Again, this test was conducted in the 1966 panel only and will have no beanng on the 1987 
Pana data. 

Comparability With Cther S:a!is:ics 

ca~lor snou:z be exercSd when ccmzav~ da:a from these files with data from otner SIPP products cr *I:- 
data from other surveys. The comparability problems are caused by sources such as tne seasonal patterns for 
many charactenstrcs. definitronal dffferences. and different nonsampling errors. 

Sampling Vnriabilii. 

Standard errors Indicate the magnitude of the sampling variability. They also partiaiiy mesurP the effect of 
some nonsampling errors in response and enumeration. but do not measure any sysrematlc biases cn the oa:a. 
The standard errors for the most pan measure the vanahons that occurred by cnance because a sample ratner 
than the entire populatron was surveyed. 

Confidence Intervals. 

The sample estimate and its standard error enable one to construct confidence intervals. ranges that would 
include the average result of all possibie samples with a known probability. For example. if all possible samples 
were sefecled. each of these berng surveyed under essentially the same conditions and using the same sample 
design, and if an estimate and its standard error were calculated from each sample. then: 

1. Approximately 68 percent crf the intewals from one standard error blow the estimate to one standard 
error above the estimate would include the average result of all possible samples. 

2. Approximately 90 percent of the intervals from 1.6 standard errors below the enimate to 1.6 standard 
errors above the estimate would include the average result of all possible samples. 

3. Approximately 95 percent of the intervals from two standard errors below the estimate to two standard 
errors above the estrmate would include the average result of all possible samples. 

The average estimate derived from all possible sampres is or is not contained in any panicular computed 
interval. However. for a particular sample, one can say with a specified confidence that the average estimate 
derived from all possibfe samples is included in the confidence interval. 

Hypothesis Testing. 

Standard WOK may also be used for hypothesis testing, a procedure for distinguishing between population 
parameters using sampre estrmates. The most common types of hypotheses tested are 1) the population 
parameters are identical versus 2) they are different, Tests may be performed at various IeWlS of SlgniflCmce. 
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where a level Of significance is the probabilrty of concluding that the parameters are different when, In fact. the) 
are Identical. 

To perform the most oommon hypothesis test. compute the difference X, - x8, where X, and G are sample 
estimates of the parameters of interest. A later section explains how to derive an estimate of the standard error 
of the difference Xr - X,. Let that standard error be sDlrr- If X, - X8 is between -1.6 times s and + 1.6 times 
soIFF’ no condusion about the parameters is justified at the 10 percent significance level. 

OFF 
If on the other nanc. 

X, -x8 IS smaller than -1.6 times s Dtff or larger than + 1.6 times spIFF> the observed difference is sign&ant at 
the 10 percent level. In this event. k is Commonly accepted practice to say that the parameters are different. O! 
course, sometimes this conclusion Will be wrong. When the parameters are. in fact, the same, there is a IO 
percent chance of con&ding that they are diierent. 

Note when using smell eatlnutas. 

Because of rhe large standard ~nors involved, there is little chance thar summary measures would reveal useful 
infomration when computed on a smaller base than 200,000. Also, care must be taken in the Interpretation of 
small differences. For instance, In case of a bordedine difference, even a small amount of nonsamplIng error 
can lead to a wrong decision about the hypotheses. thus distorting a seemingly valid hypOthesls te%. 

Standard Error Parameters and Tables and Their Use. 

Most SIPP estimates have greeter standard errors than those obtamed through a simple random sample 
because clusters of living quarters are sampled. To derive standard errors that would be applicable to a wide 
variety of estimates and could be prepared at a moderate cost, a numoer of approximations were required. 
Estimates with similar standard error behavior were grouped together and two parameters (denoted “a” and 
“t”) ‘:MF developed to approximate the standard error behavior of each group of estimates. There “a” 2~3 
“b” parameters are used in estimating standard errors and vafy by type of estimate and by subgroup to which 
the estimate applies. Table 9 provides base “a” and “b” parameters tb be used for estimates in this file. 

The fectors provided in table 10 when multiplied by the base paamelen for a given subgroup and type of 
estimate give the “a” and “b” parameters for that subgroup and estimate type for the soecdied reference perlot 
For example. the base “a” and “b” parameters for total income of households are 0.0001166 and 10.623. 
respectively. 

For Wave 1 the factor for October 1965 is 4 since only 1 rotation of data is available. So. the “a” and “b” 
parameters for total household income in October 1966 based on Wave t are 4.0@~6?2 and 42.492. 
respectively. Also for Wave 1, the faCtOr for the first quarter of 1966 is 1.2222 since 9 rotation months of data are 
avaIlable (ratationS 1 and 4 Prtdde 3 r~tatkm months each, while rotations 2 and 3 provide 1 and 2 rotation 
months. my). So, the “a” and “b” parameters for total househdd income In the first quarter of 1986 
are JM001428 and 12.983. reapeotively for Wave 1. 

The “a” and “b” parameters may be used to calcuiate the standard error for estimated numbers and 
percentages. Because the actMl standard error behavior was not identical for all estimates withIn a group, the 
standard errors computed from these parameters provide an indication of the order of magnitude of the 
standard error for any s-c estimate. Methods for using these parameters for computation of approximate 
suvdardermrsaregtveninthefdlcMngsectkms. 

For thoee users who wfah fuRher simplification. we have also provided general standard emors intables 11 
through 14 for makiig estimates with the use of data from all four rotaoons. Note that these standard errors 
must be adjusted by a tactor from table 9. The standard errors resulting from this simplii approach are less 
accurate. Methods for using these parameters and tables for computation of standard errors are given in the 
fdlowing aectiow 
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1966 AND 1987 PANELS 

Standard errors of estirneted numbers. 

The approximate standard error, sx. of an estimated number of persons, households. families. unrelated 
Indtviduais and so forth, can be obtatned in two ways. Both apply when data horn all four rotattons are used to 
make the estimate. However. only the second method should be used when less than four rotations of data are 
availaMe for the estimate. Note that neither method should be applied to ddlar values. 

It may be obtarned by the use of the formula 

SX = fs (1) 
where f is the appropriate “1” factor from table 9. and s is the standard error on the estimate obtained bi 
interpdatlon from taMe 11 or 12. AlternatNel I, S _, may oe approxmated by the formula :. 

SX =?ax 2 + bx (2) 

from which Ihe standard errors in tables 11 and 12 were calculated. Here x IS the size of the estimate and “2’ 
and “b” are the parameters assoctated wrth the partrcular type of characterrsttc being estrmated. Use of formua 
2 wil! crovide Tore attm!d resu!:s !he: !Ye CSE 3,f formula 1 

Suppose SIPP esumales for Wave 1 of the 1986 panel show that there were 472.000 housenolas w~tn monthly 
household income above 56.000. The appropriate parameters and factor from table 9 and the appropriate 
general standard error from table 11 are 

a = -0.0001168 b 7 10,623 f = 1.3 5 = 71,000 

Using formula 1, the approximate stanaard error IS 

SX = 71,000 

Using formula 2. the approxrmate stanaaro error is 

~(-0.0001168) (472,000)’ + (10,623) (472,000) == 70,600 

Using the standard error based on formula 2. the approximate 90-percent confidence interval as shown by the 
date is from 359,000 to 585.000. Therefore. a conclusion that the average estimate denved from all possible 
samples lies wfthin a range computed in this way would be correct for roughly 99% of all samples. 

Standard Enor 01 a Mean 

A mean is deffned here to be the average qwntity of some item (other than persons. families, or households) 
per person, family, or household. For example. it could be the average monthly household income of females 
age 25 to 34. The stanoard error of a mean can be approximated by formula 3 below. Because of the 
approximations used in developing formula 3. an estimate of the standard error of the mean obtained from this 
formula wilt geneally underestimate the true standard error. The formula used to estimate the standard error of 
ameanjils 

(3) 

where y is the site of the base. s2 is the estimated population vanance of the item and b is the parameter 
associated wfth the particular type of item. 
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The population variance s* may be estimated by one of two methods. In both methods we assume x. is the 
value of the item for person i. To use the first method, the range of values for the item IS divided into c mrervals 
The upper and lower boundaries of interval ] are Z, and Z;, rsspectkely. Each person is placed into one of t 
groups such that f-, c xi 5 f. 

The estimated population variance, z?. is given by the formula: 

S2 5: fl Pj mj* - X2 I (4) 

where p, is the estimated proportion of persons in group j, and m = (2 , - 2,) ‘2 The most reprasenratrvf 
value of’the item in group j is assumed to be mj. If group c IS o&n-en&d. i.$.. no upper interval boundav 
exists, then an appronmate value for mc is 

3 
m =- c 

2 
ZC-1, 

The mean 7. can be obtained usrng the following formula. 

;x’ jf Pjmj* 

In tk second method, the estimated population vanance is given cy 

i Wj Xi 2 

s* = 
IF1 

-2 ------------ - x . 
n 

7 wj 
13 

where there are n persons with the item of interest and Wi IS the final weight for person i. The meanT, can be 
obtained from the formula 

i 
lil 

wi 
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Suppose that based On Wave 1 data. the distnbution of monthly cash income for persons age 25 to 34 during 
the month of January 1986 is grven in table 7. 

Table 7 Distribution of Monthly Cash Income Among Persons 25 10 34 Years Old 

W&r 1300 S6OC SW0 $1,200 S:,SOO S2,OOC $2.500 13.003 53,500 L(,OOO 15,000 56.3X 

Total 5300 to to to to TO to to tc to to to am 

5599 9sw 51,199 $1,699 31.999 S2.LW $2.999 13.199 13.999 S&,999 15.W~ ever 

Thasads in 39.6Sl 1371 1651 2259 27% 5652 6276 57W Lim 3R3 2519 2619 1223 1493 
intcrva. 

Using formula 4 and the mea? monthly cash income o! 92.530 tP.e approximate population vartance. s2 is 

,* = 
1,371‘, 1,651 ‘j 

------ (!5C)2 - 
', 39,851 

y-y-- (450)2 -..... - 
-, 

\ I 

1.493‘ 
m--m__- (9,000)i - (Z.jjC)’ = 3,159,887. 

\,!9,851 , 

Using formula 3. the appropriate base “b” parameter and fac:or from table 9. the estimated standard error oi 2 
maan x is 

// 8,596 \ 
:; ----------, (3,159.887) = $26 

suM,*n~~~anakjg~~~~.8i1.00P 

An aggregate is defined to be the total quantity of an item summed over all the units in a group. The 
standard error of an aggregate can be approxcmated using formula 6. 

As with the estimate of the standard error of a mean, the estimate of the standard error of an aggregate will 
generally underestimate the true standard error. Let y be the size of the base, sz be the esnrnated population 
variance of the item obtained using formula (4) or (5) and b be the parameter associated with the particular rype 
of item. The standard error of an aggregate is: 

SX =-y!(b) (y)s2 (6) 
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Standard Emon of Estimated Percontager. 

The refiabffity of an estimated percantage. computed using sample data for bath numerator and denominator. 
depends upon both the size of the percentage and the size of the total upon which the percentage is based. 
Estimeted percentages are relatively more reliable than the comsponding estimates of the numerators of the 
percentages, particularly If the percentages are 50 percent or more, e.g., the percent of peopre employed is 
more reliable than the estimated number of people employed. When the numerator and denominetor of the 
percentage have different parameters. use the parameter (and appropriate factor) of the numerator. If 
proportions are presented instead of percentages, note that the standard error of a proportion is equal to the 
standard en01 of the corresponding percentage divided by 100. 

. 

There are two types of percentages commonly estimated. The first Is the percentage of persons. families or 
households sharing a partrcular characteristic such as the percent of persons ownmg their own nome. The 
second type is the percentage of money or some similar concept held by a particular group of persons or held 
In a panioular form. Examples are the percent of total wealth held by persons with high income and the percent 
of total Income received by persons on welfare. 

For the percentage of persons. families. or households. the approxmate standard error. s,~,~), of tne estimated 
percentage p can be obtained by the fonu!a 

S(x,p) = fs 

when data from all four rotauons are usad to estimate p. 

(7) 

In this formula. f is the approptite “f’ factor from taMe 9 and s is the standard error of the estlmare from table 
13 or 14. AlternatIvely. fi may be approximated by the formula 

, 

Ib- 

s(x,P) * /; (PI (100-P) 

from which the standard errors in tat4es 13 and 14 were calculated. Here x is the size of the subclass of social 
units which is the base of the percentage. p is the percentage (O<pc lOO), and b is the parameter associated 
with the characteristic in the numerator. Usa of this formula will give more accurate results than use of formula 7 
above and should be used when data from less than four rotations are used to estimate p. 

For percantages of money, a more complicated fOm\ula is required. A percentage of money will usually be 
estimated in one of two ways. It may be the ratio of two aggregates: 

PI * 100 (XA / x,) 
or it may be the ratio of two means with an adjustment for different bases: 

PI 
- 100 (;P* XA / X,) 

where xA and + are aggregate money figures. TA and & are mean money figures, and $ is the estimated 
number in soup A died by the estimated number in group N. In either a!~, we estimate the standard error 
as 

, (9) 

11-14 
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where sP IS the standard error of pA’ sA is the standard error of yb and se IS the standard error oi TN To 
calculate sP, use formula 6. The standard errors of FN ano ZA may be calculated using formula 3. 

It should be noted that there is frequently some conelat\on between $&,. andx,. If these corrslatlons are 
positive, then formula 9 will tend to overestrmate the true standard error. If they are negatrve. underesttmates 
will tend to result. 

lilusuation. 

Suppose that. In the month of January 1986 6 7 percent of the 16.612.0@3 persons in nonfarm households WI:- 
a mean monthly hwsehora cash Income of S4.000 to $4.999. were black. Using formula 8 and the “b’ 
pammeter of 11.555 and a factor of 1 for the month of January 1986 from table 9, the approxlmale standarc 
error is 

11,565 
- . - - - - _ - - - - _ _ (6.7) (loo-6.7)- 0.66 percent 

)' (16,812,OOO) 

Conseqbenuy. tne 9i1 percen: comioence inleNa as snown oy tnese oala 1s trom 5.6 to 7.6 perceni 

Standard Error of a Difference. 

The Sandard error of a difference between two sample estimates is approximately equal to 

(10) 

where sX and sj are the standard errors of the estrmates x and y. 

The estimates can be numbers, percents, ratios. etc. The above formula assumes that the correlalron 
coefficient. r, between the charactenstlcs esttmated by x and y is zero. If r is really positive (negarlve:. then th:s 
assumption will tend to cause Overestimates (underestimates\ of the true standard error 

IllUSftSiOil. 

Suppose that SIPP estimates show the number of persons age 354 years with monthly cash income of S-4.0:: 
to $4,999 was 3.186.000 in the montn of January 1966 and the number of persons age 2534 years wrth montni, 
cash income of S44.CO0 to S3.999 in the same time penod was 2.619.Mx). Then. using parameters and factors 
from table 9 and formula 2. the standard errors of these numbers are approximately 164,OW and 149,000, 
respectively. The difference in sample estimates is 567,000 and. using formula 10. the approximate standarc 
error of the difference is 

(164,000) 2 + (149,000) 2 = 222,000 

Suppose that it is desired to test at the 10 percent significance level whether the number of persons with 
monthly cash income of S4DW to 24.999 was different for persons age 35-U years than for persons age Z-3; 
years. To pedann the test, compare the difference of 567,gOO to the product 1.6 x 22CooO = 366,200. Since 
the dffferewe is greater than 1.6 times the standard error of the difference. the data show thet the two age 
groups are signiffcamiy dierent at the 10 percent significance level. 

StJdJld &TOr Of J Median. 

The median quantity of some item such as income for a given group of persons, families. or households Is that 
quantfty such that at least half the group have as much or more and at least half the group have as much or 
less. The sampling variability of an estimated median depends upon the form of the distribution of the item as 
well as the size of the group. To calculate standard errors on medrans. the procedure described below may be 
Used. 
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An approximate rnethOd for msuring the reliability of an estimated median is to determine a confidence 
Interval about L (See the section on sampling variability for a general discussion of confidence intervals.) The 
fdlowing procedure may be used to estimate the g&percent confidence limits and hence the standard error of a 
median based on samole data. 

1. Determine. using either fOmJh 7 or formula 8. the standard error of an estmate of 50 percent of the 
group; 

2. Add to and subtract from 50 percent the standard error determrned in step 1; 

3. Using the distribution of the item within the group. calculare the quantity of the item such that the 
percent of the group owning more is equal to the smaller percentage found m step 2. This quanllty will 
TV the upper limit for the 68percent confidence interval. In a simiiar fashion, calculate the quantity of 
the Item such that the percent Of the group owning more is equal to the larger percentage found in step 
2. This quantity will be the lower limit for the 68percent confidence interval: 

4. Divide the difference between the two quantities determined in step 3 by two to obtain the standard error 
of the meoran 

To perform step 3. it wiil be necessary to interpolate. Different methoas of lnterpolatlon may oe used The mosl 
common are simple linear mterpo(ation and Pareto mtefpolauon. The appropnatenessof the merncd depends 
on the form of the distributron around the median. If densrty IS dedinrng m the area. then we recommend Pareto 
interpdation. If density is fairly constant in the area. then we recommend lrnear interpolation. Note. however. 
that Pareto Interpolation can never be used if the interval contarns zero or negative measures of the ttem of 
Interest. Interpolation is used as fdlows. The quantity of the nem such that “p” percent own more is 

‘pN = 

if Pareto Interpolation IS indicated and 

(11) 

XpN = 

-pN-N1 
--_-- 

J2-N1 
(A2-All + A1 

il linear interpolation is indicated. where N is the size of the group, 

(12) 

*land&? 6re the lower and uppar bounds, respectively, of the interval in which XpN falls. 

N, and N2 are the estimated number of group members owning more than A, and A2. 
EWl?CtvelY, 

erp 

IJl 

refers to the exponential function at-d 

refers to the natural l0garfthm function. 
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lliustra Con 

To illustrate the calculations for the sampling error on a median. we return to the Same table 7. The median 
monthly income for this group is S2.156 The sue of the group is 39.951 .COrl. 

Using the formula 6. the standard error of 50 percent on a base of 39.651.000 is about 0.7 percentage 
points 

Fdlowlng step 2, the two percentages of interest are 49.3 and 50.7. 

By examming table 7. we see that the percentage 49.3 fails in the Income interval from 2000 to 2499 
(Since 55.5% recerve more than S2.690 per month. the ddlar value corresponding to 49.3 must be 
between 52.000 and S2SOOj. Thus. A, = 52.000. A, = 52.500. N, = 22.106,OOO. and K2 = l&3:7.0:3 

In this case. we decided to use Pareto interpdation. Therefore, the upper bond Of a 69% confidence interval for 
the madtan IS 

2,506 - 
S?.C”? evp !p 

(.493) (39,851,OOOj: ,/p, ,16,307,000;. 
_--___-___________- ---------- Lr ----- ,C?‘C’ VW.-. 

- ’ 
22,106,OOO ,/ \22,106,0Oq .,2,000 

kso by examnlng table 7. we see that 50.7 falls in the same income interval. Thus. A,. As. N.. and N; are the 
same Vve a:so oeclded to use Pareto tnterpolatron for this case. So the lower bound of a 66% 
confidence interval for the median is 

c 
(1.507) (39,851,000), .16,307,00& ~‘2,500 ‘, 

52,000 exp lLn,------------------ 

\ 22,106,0X ,i 
/ L;, ---------;\ Ln I _____ / -52136 

22,106,003 
_I >’ 

\Z,OOG, 

Thus. the 66percent confraence Interval on the esttmated medtan is from 52136 to S2181. An approxtmate 
standard error IS 

$2181 - $2136 = $23 
---------__--__ 

2 

Standard Errors of Ratios of Means and Medians. 

The standard error for a ratio of means or medians is approximated by: 

where x and y are the means, and S, and sy are their associated standard errors. Formula 13 assumes that the 
means are not conelated. If the correlation between the population means estimated by x and y are actually 
poakiva (negative), than this procedure will tend to produce ovarestimates (underaabmatas) of the true standard 
nor for the ratio of means. 
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Table 8. Me~OPOMm Subsample Factor8 ta be Applied to Compute National and Subnatlonal Estimates 

Mt?ives: 

South: 

west 

Conneclcu! l.c!3&' 1.0367 
Malne 1.2219 1.2219 
Massacnuselts 1.0300 l.CCE 
New Hampshve 1.2234 1.2234 
New .tera.sy 7.0330 l.oooC 
New York l.ccca l.o;Kx, 
Pannsylvama 1.00X l.BXE 
Rnoae lslanr! 1.2506 1.25X 
Vmnom 1.2219 1.2219 

lllinols 
Indiana 
lOWa 
Kamas 
MC.?CS" 
Mtnnisma 
M SS3U'. 
NeMaaka 
Nom Dakotz 
Ohc 
SouthDakota 
W!sconslr. 

1.0000 
1.03% 

1.0110 
1 .c‘m 

129% ? 3137 
: .cj;i : .G;;i 
1 se.66 1.046G 
1.0756 1 .CSjL 
1.6173 l&35! 

1.c233 1.0346 

1.0185 l.cl3x 

Alabama 
Arkansas 
Delaware 
D.C. 
Fiortaa 
Georgia 
Ken:xq 
LouIslana 
Maryland 
Ml66l66lPpl 
NoRh Carottna 
Okkhoma 
South Carolina 
Tennessee 
TOXS 
Vlrgima 
West Virginia 

1.1574 1 1595 
1.6153 1.6175 
1.5593 1.5621 
1.m 1.0316 
7 .o: 40 1.015E 
1.0142 1 .OlW 
Y.2123 i.2:4; 
1.0734 1.0753 
l.ooM) 1.0018 

l.oox 
1.0793 
1.0185 
1.0517 
1.0113 
1.0521 

Alaska 1.4339 
Arizona 1.0117 
Wiin~a l.oooo 
COlOfadO 1.1306 
Hawaii l.owc 
ldatlo 1.43% 
Monana 1.4333 
Nevada l.oo30 
New Mexicr, l.OOW 
Or- I.?317 
Utah l.tCQO 
Washington 1.0456 
Wyoming 1.4339 

l.OOi6 
1.0612 
1.0203 
1.0538 
1.0131 
1.030 

1.4339 
1.0117 
l.ooaJ 
1.1306 
1.0002 
I.4339 
1.4339 
l.oooO 
l.mco 
1.1317 
l.OKOO 
1.006 
1.4339 

Factorsfor Faaontor 
use In Stare us6 in RegIona, 
orCMSA(MSA) or NatIonal 
Tabulations Tabulmons 

- indwX?es no metropdnan subsarnpk IS Idenrrfw fw the raw 
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Table 9. SIPP Indirect Generalized Variance Parameters for the 1996+Panels 

CHARACTERISTICS’ 
PERSOM 

a 2 ! 

Total or Whrte 

16- Program Parliclpation 
and Benetns. Poverty (3) 
Both Sexes -0.0001461 
Male 0.0003115 
Female -0.0002622 

167 Income and Labor Force (5) 
Both Sexes -0.0000504 
Male 0.0%21CEZ 
Female 0.0000961 

16- Pension Plani (4~ 
Beth Sexes 
Male 
Female 

All O!hers2 (6) 
Both Sexes 
Male 
Female 

4 0033922 
0.0001947 
-0 0001765 

-0.0001356 
-0.0002804 
r, 0332625 

25.213 
25213 
25.213 

8.596 
8.505 
8.596 

157'2 
15.742 
15.752 

31.260 
31.263 
31.263 

Povep (11 
Both Sexes 
Male 
Female 

-O.Ot)Q7743 21 SO6 
-0.0016520 21.506 
-0.0014560 21.506 

All Others (2) 
Both Sexes 
Male 
Female 

-0.0004192 11.565 
-0.0009007 11.565 
-0.0007839 11.565 

.9c 

.52 

1.00 

.E3 

.61 

HOUSEHOLDS 
Total or Whiie 
Black 

-0.0001166 10.6231 .oo 
-0.0007318 7,340 23 

1. To l carol for umpla dtrition. muhply he l and b ptrrmctarr by 1.09 for eatlmataf which mduda data from Wava 5 and Wyond 
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Table 10. Factors to be Applied to Base Pammeters to Obtein Parameters for Various Reference Perio 

X of available 
rotation months’ 

Monthly estmate 

1 
2 
3 
4 

Quanetiy estitlmate 

4.05x 
2.0000 
1.3333 
1.0000 

6 1.6519 
8 1.4074 
9 1.2222 

10 1.0494 
3. ’ 2372 
12 1 .oooo 

Table 11. Standard Errors of Estimated Numbers of Households. Families or Unrelated Persons 
(Numbers in Thousands) 

Size of Estimate 

22- u 

303 

503 

750 

1 .ooo 

2.000 

3.oOo 

5.ooo 

7.500 

10.000 

Standa:Z 
Error’ 

46 

56 

73 

89 

102 

144 

176 

224 

270 

307 

Size of Estimate 

15.00t 

25.000 

30.000 

40.000 

50.000 

Bo.000 

7o.oclo 

80.000 

9o.wo 

Standarc 
Error’ 

365 

439 

462 

468 

489 

466 

414 

320 

100 
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Table 12. Standard Errors of Estimated NumDers of Persons 

Sue of Estmate 

200 

300 

6X 

1 .ooc) 

2,000 

5.000 

0.000 

Standard 
Error 

79 

57 

13: 

176 

249 

391 

491 

Size of Estmare 

50.000 

00.000 

100.000 

130.000 

135.000 

150.000 

160.000 

Standard 
Error' 

1,106 

1,270 

1.330 

1.331 

1.322 

1.260 

1.237 

11.000 572 180.000 1.111 

13.000 619 200.000 910 

15.000 662 210.000 765 

17.000 702 220,000 5@l 

22.000 703 

26.000 849 

30.033 923 

-c 
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Table 13 Standard Errorr of Estimated Percemrges of Households Fsmilies or Unrelated Persons 

Base of Estmated 
Percentage 
(Thousandsi 5 1 or 2 99 

200 2.3 

3oc 1.9 

500 1.5 

750 1.2 

1.000 1.0 

Z.OOC 0.7 

c n-- . a-_ 2E 

5.02: rE cu 

7.50; 04 

lO.O^j, 03 

15x3 0.26 

25.030 0.21 

30.000 0.19 

40.000 0.16 

50,000 0.15 

60.000 0.13 

80.000 0.11 

90.000 0.11 

Es!mated Percentage' 

. 

2 or W 

3.2 

2.6 

2.0 

1.7 

1.4 

1.0 

O.E 

0.6 

0.5 

0.46 

0.37 

0.29 

0.26 

0.23 

0.20 

0.19 

0.16 

0.15 

5or95 

5.0 

4.1 

3.2 

2.6 

2.2 

16 

. ?. .- 

1C 

0.8 

07 

06 

04 

0.41 

0.36 

0.32 

0.29 

0.25 

0.24 

lOor 

6.9 

5.6 

4.4 

3.6 

3' 

2.2 

iE 

1 4 

11 

1.0 

0.8 

0.6 

0.56 

0.49 

042 

0.40 

0.35 

0.33 

25 or 75 

10.0 

8.1 

6.3 

5.2 

4.5 

2.2 

i..c 

2.c 

1.6 

1.4 

12 

0.9 

0.8 

0.7 

0.6 

0.58 

0.50 

0.47 

50 

11.5 

9.4 

7.3 

6.0 

5.2 

36 

5; 

2: 

19 

l.E A. 

13 

1.0 

09 

0.8 

07 

0.66 

0.58 

0.54 
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Table 14 Standard Errors of Estimated Percentages of Persons 

Base ofEstimated 
Percentage 
(Thousands) 

200 

300 

600 

1.00; 

2.000 

5.023 

c "l^ c -__ 

11.37’ -., 

13.00: 

17.000 

22.009 

26.000 

30.000 

50.000 

80.000 

100.000 

130.000 

220,000 

Estimated Percentage' 

(lorL99 2 or98 

39 5.5 

3.2 45 

2.3 3.2 

1.8 2.5 

1.2 18 

0.8 1.1 

*f ^^ c- - : 

c 52 ; 7; - 

0.49 0.69 

0 c? 062 

0.38 3.53 

0.35 0.49 

0.32 0.45 

C.25 0.35 

0.20 0.28 

0.18 0.25 

0.15 0.22 

0.12 0.17 

5or95 

6.6 

7.0 

5.0 

3.9 

2.7 

17 

'4 

. ^ r: 

1 1 

09 

08 

0 76 

c 70 

0.54 

043 

0.39 

0.34 

026 

lOor 25or75 

11.9 

9.7 

6.8 

5.3 

3.8 

2.4 

. : 

1.c 

1.5 

1.3 

1.1 

1 .o 

0.97 

0.75 

0.60 

0.53 

0.47 

0.36 

17.1 

14 0 

10.0 

7.7 

54 

3.4 

27 

23 

2.1 

1.9 

1.6 

1.5 

1.4 

1.1 

0.9 

0.8 

0.67 

0.52 

50 

19.8 

16.1 

11.4 

08 

6.3 

4.0 

3; 

27 

2.5 

2.1 

1.9 

1.7 

1.6 

1.3 

1.0 

0.9 

0.77 

0.60 




