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Two computer systems are currently available for editing continuous, economic data: Statistics Canada's
Generd Edit and Imputation System (GEIS) and the Census Bureau' s Structured Programs for Economic
Editingand Referrd s (SPEER). GEI'S, the more generd of thetwo systems, useslinear inequdity editsand
provides severd imputation options. SPEER uses ratio edits which are a specid case of linear inequdity
edits and provides only one imputation option. The main agorithm of GEISis arddively fast extenson
of Chernikova sagorithm for finding extreme pointsin n-dimensiona space. SPEER editsare exceedingly
fast because they do not involve advanced integer programming agorithms. The methods of the two
systems are described and an empirical comparison is provided.

1. INTRODUCTION

Computer files used for adminigtrative or survey purposes may contain large numbers of records, some of
which contain logicd inconsistencies or incorrect data. Pritzker, Ogus, and Hansen (1965) describe the
nature of the problem. Errors can arise because methods of creating records in files are not consistent,
because questions are not understood, or because of transcription or coding problems. Inmany situations,
data files are edited using custom software that incorporate rules devel oped by subject-matter specidids.
If the specidigts are unable to develop the full logic needed for the edit rules, then the subsequent edit
softwareisin error. If programmers do not properly code the rules, then the software would bein error.
Developing software from scratch each time adata base is redesigned istime-consuming and error-prone.
It is better to have a system that can describe edit rules in tables that are read and utilized by reusable
softwaremodules. Thetablescould be more easly updated and maintained than complex if-then-elserules
in computer code. The software would automaticaly check the logica validity of the entire system prior
to the receipt of data during production processing.

Fdlegi and Holt (1976), hereafter FH, provided the theoretica basis of such a system. FH had
three gods that we paraphrase:

1. The data in each record should be made to satisfy dl edits by changing the fewest possible
varigbles(fidds). (FH1)

2. Imputation rules should derive automaticaly from edit rules. (FH2)

3. When imputation is necessary, it should maintain the joint ditribution of variables. (FH3)

The key to the FH approach is understanding the underpinnings of god 1. God 1 isreferred to
astheerror localization problem. Inthe FH model, asubset of the editsthat can belogically derived from



the explicitly defined edits (cdled implied or implicit edits) are sufficient to solve the error localization
problem.

The purpose of this paper isto describe two automatic edit and imputation systemsthat have been
developed for continuous, economic data and to provide some empirica results. The first sysem isthe
Census Bureau' s Structured Programs for Economic Editing and Referrds (SPEER) that performs ratio
editing and balancing (assuring that items add to totals). The second system is Statistics Canada's
Generdized Edit and Imputation System (GEIS) based on linear inequdity edits. GEIS is more generd
because linear inequdity edits include ratio edits and baance edits.

The outline of the paper isasfollows. In section two, we give some background on the Fellegi-
Holt modd of editing. Thethird and fourth sections describe SPEER and GEIS, respectively. Inthefifth
section, we describe the empirica data that are used in comparisons and, in the sixth section, we provide
the results of these comparisons. The find two sections consst of a discussion and a summary.

2. THE FELLEGI-HOLT MODEL OF EDITING

Felegi and Holt (1976) were the first Satigticians to show that implicit edits are sufficient to determine
ranges for imputed va ues that would satisfy theedits. Prior edit modesfailed because they only madeuse
of explicit edits. Theimplicit edits contain essentia information about explicit edits that may not fail for a
record that fails other explicit edits and are needed for imputing vaues so that the origina non-falling edits
do not fal the record with the newly imputed values. We denote the set of explicit edits plus the set of
impliat edits needed for error locaization by E*. Let Oy be the subset of E° that involves only fidds 1, 2,
.., K. Thefallowing theorem is the main error locdization result of FH.

Theorem 1 (FH). Ify°, 1=1, 2, ..., K-1, are, respectively, some possible values of the first K-1 fields,
and if these values stidy dl editsin Oy_;, then there exits some vaue y° suchthat y°, 1 =1, 2, ..., K,
sidfiesdl editsin O.

By reasoning inductively, wecanfill iny®, | =1, 2, ..., K-1, with valuesy°, | =K, ..., N, such that
yo 1=1, .., N, satisfiesdl editsin E°. Since the ordering is arbitrary, we can assume that any subset s
and any set of vauesy,®, j O s, that satify editsin E° with entering fields in s can be completed to arecord
that stisfies dl editsin E°. In the imputation terminology of Little and Rubin (1987), a completed record
isoneinwhichdl missng itemsarefilled in. In edit/imputation, wefill initemsif they are blank and canfill
nonblank items with replacement vaue-gatesif the origind nonblank items areinvolved with editsthat fail.
Ifr={y;% 1 =1, ..., N} isarecord that faillsa set of editsE and sisthe set of fieldsthat enter the editsin
E, then we can find aminimal cardindity subset s, of sso that {y,°, j 6 s; } can be completed to arecord
that satisfies dl edits. If we congder weightsc;, | =1, ..., N, then we can find the minima weighted subset
s, of s. We observe that E°isa st of editsthat is sufficient for determining the minima number of fidds
(i.e, the st 5) that must be imputed to change (complete) an edit-failing record to one that satisfies dl
edits.

In practice, generating implied ratio editsis easy and different groups have been able to develop
FH ratio edit systems. While generating implicit linear inequdity edits is sraightforward, practica error
locdization is not easy because of the large number of implicit linear inequdity edits and the exorbitant
amount of computation needed for an integer-programming solution to the error localization problem.



3. SPEER
The SPEER edit system is designed for ratio edits of continuous economic data. The first verson of
SPEER waswritten by Brian Greenberg (Greenberg and Surdi 1984, Greenberg and Petkunas 1990) and
the current version was written by William Winkler (1996). The computationa agorithms, much of the
imputation methodol ogy, and the FORTRAN source code in the current verson are new. If variablesare
defined by V; , 1 =1, ..., N, then ratio edits take the form:

Ly <VilV, <y, (3.2
and balance edits take the form

3V,-V,;=0, (3.2

I0S

where Sis aproper subset of thefirst N integersand j6S. Simple agebra alows the reexpression of the
two raio inequditiesin (3.1) astwo linear inequdity edits and the equdlity in (3.2) astwo linear inequadity
edits. TheboundsL;; and U; aredetermined by anayststhrough use of prior data. A specia methodology
and program D_MASO fecilitates anaysts determination of bounds. A newer bound-determination
methodol ogy based on the Exploratory Data Anaysistechnique of bounded fences(Thompson and Sigman
1996) appears to give somewhat better bounds than D_MA SO and requires less human intervention.

The current verson of SPEER only dlowsindividud fieldsto berestrained by at most one baance
equation. Extengve review of the editsin use for economic surveys a the Census Bureau has shown that
wel over 99% of fidds in different surveys need to be restrained by one or fewer balance equations.
Wheress creating dgorithms and writing software for generd, multilevel baancing are quite difficult, the
dgarithms and computer code associated with the one leve of bdancing in SPEER are quite
sraightforward.

SPEER software congsts of three main programs. The first generatesimplicit edits (bounds) and
checks the logica consggtency of the ratio edits only. An auxiliary smplex program checks the logica
congstency of the set of ratio and balance edits. The second program generates regression coefficientsfor
the equation V, = 3;, V,, + ethat are used in the imputation module of the main SPEER program. Themain
SPEER program aso uses the implicit edits and the raw datafile asinputs. Prior to imputation, the main
SPEER program generates failed implicit editsthat can be derived from combinations of ratio and balance
edits. Theseextraimplicit edits, whichwecal induced edits, are used to restrict imputation ranges further
than the redtrictions placed by ratio edits only. The induced edits assure that imputed vaues satisfy ratio
and balance edits.

Due to the smplicity of agorithms, SPEER code is exceedingly fast. Generaing 272 pairs of
implicit edit bounds in each of 546 industrial categories requires atotal of 35 seconds on a Sparcstation
20 and 115 seconds on a 75 MHZ Pentium. Because ratio edits are inherently straightforward, most
SPEER codeiseasy to understand and maintain. The codeiscompletely portable. Using SPEER on other
meachines merely requires copying FORTRAN source code and recompiling it. Documentationisminimdl,
conggting primarily of instructions on how to run the code. SPEER documentation and source code are
free and available from the second author by request.



4. GEIS
Statigtics Canada s Generdized Edit and Imputation System (GEIS) adheresto the FH tenets as doesthe
SPEER system. The solutions, however, are quitedifferent. Thefirst prototype of the system was created
by Sande (1979) the current version of GEIS isdocumented in Kovar, MacMillan and Whitridge (1991).

Firgt, subscribing to the FH assumption that errors happen at random and with relatively low
probabilities, we concludethat joint probability of multiple errorsisvery low. Thismakesthefirst FH tenet
atractive: to minimize the number of fieldsto impute, or, optionally aweighted number of fields. Wenote,
however, that GEIS solves this problem without explicitly generating al the implied edits, unlike SPEER.

Secondly, in GEIS, theimputation problem isaddressed using nearest neighbor (hot deck) method.
(Other imputation methods are aso offered for the convenience of users) While the nearest neighbor
method does not explicitly make use of the edits to generate the imputations, the edits are used to identify
the clean records which can be used for imputation, thus satisfying the second FH tenet, thet is, that, the
subject matter officers need not explicitly generate the (if-then-ese) imputation rules.

Thirdly, asdl variables that need imputation for a given record are (usualy) taken from the same
donor record, and since the plaughility of the imputed values is verified by checking that the would-be
imputed record passes al edits, we assume that the joint margina distributions are not perturbed too
serioudy. Assuch, thethird FH principleis satisfied.

In more detall, first withrespect to error localization, GEIS proceeds asfollows. The user defines
an acceptance region by means of linear inequdity edits which establish the relationship among the
variables. Linear programming techniquesare brought into establishinterna consistency, non-degeneracy,
and non-redundancy of the edit set (Kovar, MacMillan and Whitridge 1991). Any n-tuple, corresponding
to a given observation, can then be verified to ether lie within the acceptance (feasibility) region or not,
corresponding to the notion of the record passing the set of edits, or not. For recordsthat do not passthe
edits, aminimum number of fieldsto beimputed (FH1) isidentified by means of amodified Chernikova's
algorithm (Chernikova 1964, 1965, Sande 1979 Schiopu-Kratinaand Kovar 1989).

Briefly, the edit set can be described as

AV#b
VS0 (4.1)

where A isamatrix of coefficients of the linear inequaities corresponding to the edits, b isacolumn vector
of the corresponding congtants, and V is a column vector corresponding to a given record. For records
V which pass al the edits, the system (4.1) is satisfied, for failing records, (4.1) is not satisfied. The
problem isto minimize the cardindity (number of nonzero entries) of the correction vectorsy and z, such

that the dot product of y and z is zero, and,
A(ylz) #b 1 AV
1z2$1V
A (4.2)
z$0

which can be written as
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Sande (1979) and Schiopu-Kratina and Kovar (1989) show that a solution can be obtained using the
Chernikova s agorithm, by examining (in a suitably controlled manner) the extreme points of the sysem
(4.2) inthevariables (y,2)’, SnceV isacongant referring to the particular failed record in question. Note
that missing vaues can be represented by any vaue fdling outside of the feasible region of system (4.1),
for example, by -1. Thereader isreferred to Schiopu-Kratinaand Kovar (1989) for detailsrelating to the
actud implementation used in GEIS.

We note again, that GEIS does not make use of implied edits to find the solution to the error
locdization problem. While the system can generate implied edits (usng Chernikova s agorithm gpplied
to the dua system of (4.1)), thisis done for diagnostic purposesonly. Implied editsareused in GEISonly
to let the user get afed for the edits that were actualy specified. In most real gpplications, the number of
implied edits is much too large to be useful for diagnodtics, let done error locdization. Along the same
lines, the extreme points of the system (4.1) are generated in order for the user to be able to assess the
efficency of the edits. the extreme pointsindicate to the user the most extreme records that would passthe
edits, and may indicate where more regtrictive edits are needed.

Secondly, with respect to imputation, GEIS offers two broad categories of imputation. In either
case, the user isnot required to write if-then-else imputation rules (FH2). As part of the first category,
severa “imputation estimators’ (GEIS Development Team, 1990) are offered. Thesedlow theuser touse
higoricd imputation, ratio imputation, and mean imputation among others, in order to impute the fields
identified in the error locdization step, one a atime. Note that while often intuitively appeding, these
methods do not ensure that the resulting record will passal the edits. The reader isreferred to Kovar and
Whitridge (1990) and Cotton (1991) for more details.

The principd method of imputation in GEIS is a hot deck gpproach using the nearest neighbor
methodology. For every record in need of imputation, all clean records are searched, and the closest one
to the recipient is used to impute the error localized cells, provided the resulting imputed record passes dl
edits. If not, the next closest record istried, and so on. Of particular note is thefact thet al variablesare
donated smultaneoudy, thus preserving (in principle) the data digtributions as much as possible (FH3).
Aswell, sncedl edits must pass before the imputation is accepted, the resulting records are guaranteed
to be‘clean’. (If thisisnot possible, the record remains unimputed.) Note again, that thisis not the case
when imputation estimators are used.

In theory, al recipient records must be compared, in terms of a distance, to dl potentiad donors.
To reduce this problem to a managegble size, an efficient k-d tree dgorithm is used to search the donor
population (Kovar and Whitridge 1990, Cotton 1991). The overhead incurred in constructing the search
tree is recuperated with even the smallest of donor decksand very few recipient records. Becausethek-d
tree is congtructed by splitting the donor population around the median of the variable with the largest

where



range, an gppropriate transformation of the data and a suitable distance measure must be used. For this
reason, dl of the data are transformed to uniform marginals (sandardized rank-order gatistics), and the
L-infinity norm (aso known as the minimax distance) is used (Sande 1979). More precisdly, the distance
between two records, Vo= (Vg , ..., Vo) ad V, = (V,q, ..., V,,) isgiven by

dsr.m_axltsi!tri|

(4.3)

wherety = 1 (V) isthe transformed value of thei’th variable of the data record V in question, and F;
is the empiricd digtribution function of the i’ th variable basad on dl the usesble (non-missing and valid)
observations.

The st of fields used to cdculate the distance d between afailing record and acleanrecordisa
subset of the fields not identified to be imputed on the recipient record. These fields are referred to asthe
meatching fidds in GEIS. The actud st of matching fieds is found by means of linear programming
techniques which identify the reduced set of edits which are involved in the definition of the acceptance
region for the particular failed edit record (with the fields to impute as the only unknowns). Only the active
variables not identified for imputation are retained as matching fieds. See Schiopu-Kratina and Kovar
(1989) for more details.

Findly, we point out that GEIS relies heavily on the data management functions of the ORACLE
RDBMS. Currently it runs under MV'S, Unix and DOS operating systems, though the gpplications that
would make use of aDOS environment would haveto belimited in Sze. By contragt, gpplicationsthe size
of the Canadian Census of Agriculture (about 300,000 records and in excess of 400 variables) have been
successfully processed by GEIS under MVS. To process such alarge problem, the Agriculture Census
was broken into subcomponents that were processed separately and the subcomponent solutions were
combined to get thefind results. A confirming run at the end assured that thefina results satisfied editsand
balance equations. Preprocessing work was done to assure that solutions (possibly suboptimal) could be
obtained by the approach of breaking into subcomponents and then recombining. GEIS (without the
proprietary source code) is available for 25,000 Canadian dollars, on an ingtitutiona licence basis.

5. EMPIRICAL EVALUATION
A portion of aCanadian agriculture survey comprising some 1700 recordsand 10 variableswas segregated
fromthefina, pre-publication files. The variables on the file include a record identifier, the vaue of land
under cultivation (aframe variable assumed known for the whole population), and the response variables:
income, expenses, assats, as well as some of their components (inc_pl, inc_p2, inc_p3, exp_pl and
exp_p2).

Due to confidentidity reasons, this data set could not have been used for this study. Instead, an
atifica population resembling the red one was created, by generating the land variable so that its
distribution resembles the observed one, matching in particular the meanand the variance. The other key
variables were generated conditiondly on theland variable, following the rel ationships observed in thetrue



population. Means, variances, ranges and correlations of the synthetic population resemble those of the
true populaion quite faithfully. One thousand recordswere created, which satisfy al of the edits specified
below. The data set containing this synthetic population is referred to as the "clean data set”.

Starting with the clean data set, nonresponse and errors were introduced in 30% of the records,
withaprobability inversdly proportiond to the vaue of theland variable. More specifically, the probability
of nonresponse or error for the it record was set to P, = 1 - exp (cx,), where x; isthe value of the land
variable for the record in question, and c is a congtant calibrated so that an expected proportion of 30%
flagged unitsbe atained. This scheme corresponds more closdly to redity than apurely random selection,
as larger units generdly recelve more attention during follow-up, and thus tend to contain less errors. For
the records that were flagged to be perturbed, one of a number of actions was taken. These actions
included deleting one of income, expenses, or assats, or any combination of them, including the possibility
of "totd nonresponse’, i.e,, only the identifier and land variables remaining on the file. About hdf of the
30% of the identified units were subjected to such incidences of nonresponse. For the remaining 15% of
units, errors of various types were introduced. These included switching of variables, destroying the
additivity and subadditivity relationships, etc. Theland variable was not modified on any record, asit was
assumed to bea"frame’ vaue. Every attempt has been made to ensurethat the errors generated resemble
those encountered during the actud production, both in terms of quantity aswell astype.

The resulting data set was dubbed the "unimputed file'. As expected, the means of the clean
records on the unimputed file are Sgnificantly higher than the corresponding means on the clean data st,
ranging from an increase of 9% for assets, 12% for expenses, to 13% for income, due to the nonrandom
nature of the error generating mechanism. The effect of the errors introduced can be seen in Table 1
below, by comparing columns 1 and 3. Clearly anumber of outlierswere generated asaresult of variable
switching - not an unusud Stuation in practice.

Findly, the following edits were postul ated.

1) All fidds$ 0

2) income=inc_pl+inc_p2+inc _p3
3) exp_pl# expenses/ 2

4) exp_p2 # expenses/ 2

5) expenses# 1.25 income

6) exp_pl + exp _p2 # expenses
7) (inc_pl +inc_p2)/income$ 0.5
8) 5,000 # income # 300,000

9) assets # 1,000,000

10) land$ 10

11)  land# 1,500

12)  income# 500 + 3 expense

13)  income# 500 land

These edits bear a close resemblance to those actually used in production. Some, as edit 6, for example,
are redundant, but are pecified for ease of readability, rather than mathematical completeness. Othersare
implied, such asinc_p3# income/ 2. This edit set was used within GEIS without modification.

Inthe case of SPEER, dight modifications were needed because the software only dlowsfor retio



edits and smple types of balancing. In particular, edit 6 was deleted, edit 7 was handled by cregting a
dummy varidblewhichisasumof inc_plandinc_p2, and, edit 12 wasmodified toincome# 3.1 expenses,
i.e, income/ expenses# 3.1. Bounds were handled ahead of time, by setting out of bounds variablesto
missing.

Both systems generated the fields to impute automatically as described in the preceding sections.
Default imputation actions were performed. That is, donor imputation was used in GEIS, and ratio
(regression) imputation was performed in SPEER. The resulting data sets are referred to as the "GEIS
imputed” and the "SPEER imputed” files, respectively.

6. RESULTS
In both cases, the setup of the programs, including the necessary edit modifications, the importing and
exporting of the data setsinto appropriate formats, variable definition, etc., was completed in lessthan one
day. The actud error locdization and imputation runs were completed quickly. SPEER needed
goproximately 3.8 seconds on a Sparcdation 20 and GEIS needed less than 2 minutes on a Hewlett-
Packard G60 which is 20-40% faster than the Sparcstation 20.

In comparing SPEER and GEIS, we considered the number of fields that needed to be imputed
and the qudlity of the aggregate satistics from the final imputed database. For the number of fields, GEIS
performed better. Both GEIS and SPEER identified the same 277 records as failing edits. GEIS and
SPEER produced identical sets of fields to impute in 121 cases and equivaent sets of fidds to impute in
112 cases. In the remaining 44 cases, GEIS required imputation of one less field than SPEER. All 44
cases were associated with the balance equation INCOME = INC_P1 + INC_P2 + INC_P3.

The imputed files were compared to the clean filein terms of 1) mean differences (i.e., differences
of means) in order to verify whether the imputation actions were able to re-establish the true means, 2)
correlation structuresin order to check whether correlations between key variableswere affected, and 3)
mean absolute differences (MAD) in order to quantify the performance at the record level. These are
summarized in the two tables at the end of the paper.

7. DISCUSSION

With both SPEER and GEIS, the means of the imputed data were quite close to the means of the origind
clean data. The correlation structure was aso preserved, particularly with SPEER whaose imputation
method takes the correlations into account directly. Results of an experiment (not shown in this paper) in
which the nonresponse and errors were generated with equal probabilities (rather than proportionaly to
the inverse of the land vaue) were even better. Furthermore, results of a study conducted at Statistics
Canada using the real population, and following exactly the same approach as above except that the
SPEER runs were not done, were virtudly identical, and in most instances better. Thisindicates thet the
atificidity of the data set used does not compromise the results of this study in any way.

Both software systemswere easy to handle- neither can be preferred on that basisalone. SPEER
does not require any additiona softwareand is marginaly more portable. SPEER was designed to be part
of agenerd economic edit system that includes many generd options for industrid coding and imputation
that are specific to Census Bureau surveys. It was designed to have code that can be modified by Census
Bureau programmers. SPEER was never designed and documented in afashion that would make it eesly
usesble by third party users. Dueto itslimitation to ratio edits, extrawork is needed to use SPEER on the
empirica exampleof thispaper. Extensvereview of more than 100 surveys and censusesin the economic



area of the Census Bureau have not identified any Stuations in which generd linear inequdity edits are
needed. All of these survey systems require ratio and balance edits only.

GEIS has many additiona imputation options that SPEER does not have. The use on nearest-
neighbor imputation in GEIS dlows for easier handling of secondary variables for which explicit ratio
relaionships, needed by SPEER, are harder to come by and may be better at preserving distributional
properties of datain some Stuations.

The st up time with ether SPEER or GEIS is rdatively negligible. Both "imputers' used the
software in its most generic form, i.e.,, as designed, with little or no knowledge of the underlying data
structure of the unimputed file or the subject matter content. Both were ableto create animputed filewithin
hours of receiving the unimputed file and the set of ediits. In practice, the specific file of edits and the set
up of the systems can be done before the data to be edited are available.

8. SUMMARY
GEISisto be preferred due to the generdity of itsagorithms, the quality of its documentation, the number
of imputation options, and thefact that it is specificaly designed for third party users. Because of theclose
performance of both systems, the practica choice between the two will likely be made based on more
pragmetic reasons such as the computing environment that is used and the availability of programmersfor
auxiliary tasks.
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Table 1: Means, mean differences and MAD"s (away from the clean file) for the response variables,
expressed both in absolute terms ($) and, in parentheses, relative increase with respect to the
means of the clean file (%).

Variable Clean Unimputed data SPEER imputed data GEIS imputed data
data
Clean All Mean Difference MAD Mean Difference MAD
records  nonMiss.
only records
income 70194 79384 335738 70101 -93 1327 69848 -346 1885
(13.1%)  (378%) (-0.13%)  (1.89%) (-0.49%)  (2.69%)
inc_pl 34237 38722 33855 -382 1697 33393 -844 2121
(13.1%) (-1.12%)  (4.96%) (-2.47%)  (6.20%)
inc_p2 27957 31248 27850 -107 1449 28144 187 1861
(11.8%) (-0.38%)  (5.18%) (0.67%)  (6.66%)
inc_p3 8000 9414 8395 395 978 8311 311 997
(17.8%) (4.94%)  (12.2%) (389%)  (12.5%)
expenses 51298 57786 139407 51001 -297 1021 51457 159 1348
(12.6%) (172%) (-0.58%) (1.99%) (0.31%) (2.63%)
exp_pl 13025 14922 13120 95 362 13157 132 495
(14.6%) (0.72%) (2.78%) (L01%)  (3.80%)
exp_p2 12482 13907 12407 -75 581 12486 4 771
(11.4%) (-0.60%) (4.66%) (0.03%) (6.18%)
assets 347950 380535 348016 345343 -2607 6767 345928 -2022 9501
(9.4%) (0.02%) (-0.75%) (1.94%) (-0.58%) (2.73%)




Table 2: Correlations between key variables, before and after imputation, and, in parentheses, relative difference between the pre-
and post-imputed values (%)

Variable pair Clean data Unimputed data SPEER imputed GEIS imputed data
data
Clean records All nonmissing
only records
land - income 0.8354 0.8342 -0.0081 0.8354 0.8340
(+0.00%) (-0.17%)
land - expenses 0.7965 0.7981 -0.0227 0.7977 0.7905
(+0.15%) (-0.75%)
land - assets 0.6068 0.6110 0.6117 0.6171 0.6089
(+1.70%) (+0.35%)
income - expenses 0.9594 0.9598 -0.0047 0.9556 0.9545
(-0.40%) (-0.51%)
income - assets 0.7059 0.7252 0.0114 0.7119 0.7062
(+0.84%) (+0.04%)
eXpenses - assets 0.6824 0.6989 -0.0012 0.6836 0.6750

(+0.17%) (-1.08%)




